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Abstract: 
   Hardware implementation of deep neural networks (DNNs) with emphasis on performance and 
energy efficiency has been the focus of extensive ongoing investigations. When large DNNs are 
mapped to hardware as an inference engine, the resulting hardware suffers from significant 
performance and energy overheads. To overcome this hurdle, we develop ADMM-NN, an 
algorithm-hardware co-optimization framework for greatly reducing DNN computation and storage 
requirements by incorporating Alternating Direction Method of Multipliers (ADMM) and utilizing all 
redundancy sources in DNN. Our preliminary results show that ADMM-NN can achieve the highest 
degree of model compression on representative DNNs. For example, we can achieve 348X, 63X, 34X, 
and 17X weight reduction on LeNet-5, AlexNet, VGGNet, and ResNet-50, respectively, with (almost) no 
accuracy loss. We achieve a maximum of 4,438X weight data storage reduction when combining 
weight pruning and weight quantization, while maintaining accuracy. However, a second problem 
arises. The needs for index storage is even higher compared with weight value storage, especially when 
weight quantization is in place. Then the question is: is it possible that incorporating "structures" in 
weight pruning results in even loss storage compared with the general, non-structured pruning? If the 
answer is yes, then whether non-structured pruning is still a viable approach at all? Through extensive 
investigation, we found that the answer is yes for most cases under the same accuracy. As a result, we 
recommend not to continue DNN inference engines based on non-structured sparsity. 
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